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Abstract: - 

Cascading spatial temporal pattern mining is the process of getting a partial order set of 

getting space and time in one order pair. The order pairs are disjoint and unique with location 

constraint. In this article taken the crime data set and represented the ordered pairs as 

nodes. The event occurred next is taken as edge from one node to another node. Graph 

terminology as homogeneous and heterogeneous with kinds of problems are solves. 

Representation of Graph gives us the crime data analysis with location wise and helping us 

to predict the next occurrence instance. An alternate way of modeling the objects in 

data sets is to represent those using graphs. Frequent pattern discovery is by sub graphs from 

entire data sets. Experiment evaluation of the performance of a pattern using data sets. 
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Introduction: - 

Spatiotemporal data are used in social applications including climate safety and health. Data 

represented as location and time slot. These data may also contain and related type disease or crime 

instance data. Sequential and non-sequential patterns for large data sets have mining terminologies 

taken [1],[2],[3],[4],[5],[6]. General purpose patterns mining algorithms for spatial, geometric and 

location wise nature of data sets gives characterize each domain. 

 

In this approach each entity of the event as edge corresponds to the relations of each edge with an 

event. Frequent pattern discovery as sub graph over the data set. The advantages or graph 

representation is given by various researchers [7],[8],[9],[10],[11],[12],[13],[14],[15],[16],[17], 

for representation of edges in events and nodes as relationships occurrence. Techniques for sub 

structuring of a graph are given in [18],[19],[20],[21], and with classification is framed in the article 

as instances [22]. Framing of the algorithm for a frequent pattern with computational terms is the 

main objective of this article. Finding frequent patterns with sub graph expansion and applying 

apriori [1]. 
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Main objective implementation is graph representation to minimize the storage representation, 

minimize the storage and computation, generating candidate pattern effectively, applying 

optimization for each candidate key generation enabling scaling of large data sets and labeling the 

sub graphs. 

 

Figure1-ST dataset crime event result from location- 
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figure 1.1 (a) shows the time slot for each eventSpatial feature include each event type and interest 

of time slot.  

 

 

Handling ST data is often handling time and space semantics as ST autocorrelation, partial order 

and heterogeneity. Implicit relationships between the events and frequent pattern mining 

techniques [23,24]applied to spatial-temporal order of data input and columns. For any event to 

the relation of each instance the individual event. The figure shows an aggregate of the dataset and 

the partitions. The representation is relationship between the time and location information in 

an occurrence of data instances. The relationship of each event may be viewed as partial order set 

both totally ordered and unordered. Event instances are taken as the data semantics in 

implicit partial order and occurrence and each instance of o-occurrence. 

This article had shown the directed acyclic graph terminologies of each instances and 

representation of each partial order set of events in each location with filtering approaches 

to get the prediction of next occurrence of crime data. 

Basic Applications Terminology: - 

Cascading spatial-temporal data set may provide the information as geographic changes , public 

safety [25,26,27,28,29,30], public health [31], ecology and climate science with effect of each  

[32,33,34]. Crime generators and crime attractors [35,36,37]. A well knows theoretical area 

of study in public safety is environmental criminology [38]. Crime patterns may help for law 

enforcement and mitigation of crime. Figure 1.3(a) crime generators in the location. 
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figure 1.2(b) shows the total crimes at different locations in particular year.  

 

Challenges: - 

Data are presented for connected data set and generate of connected data sets such 

as Social networks, biological networks and transportation 

systems. This article gives the graph representation of the connected events of partial order set of 

crime data instances [39]. 

Basic representation of connected data is possible by graph data structure to build predictive models 

of 

each connected data sets. A graph data structure has nodes and edges. Nodes represent the event tim

e and location. The edge represents next occurrence of an event or leading event.  

Node Terminology with types: - 

Graph with one node and one edge type is homogeneous. Graph with two or 

more types of nodes and types of edges called heterogeneous. An online crime event with next 

partial order set of occurrences of an event is given as nodes and edges are given with location 

wise. Another classifies terminology is static and dynamic[39]. Static graphs do 

not change with time and dynamic graph changes its structure overtime. When data nodes are 

added, the new instances of each crime event are helping us to predict the next occurrence of crime 

event and the generators of crime. Removing the node and edge will change the event occurrence 

instances. When we apply the filters to each data set with time and space values in iteration of the 

filter, then the graph with the node and edge connectivity will be dynamically updated as space is 

taken into consideration. Basic terminology is having some problems with the node and edge 

representation for partial order set of events. To solve the problems, in this article, we see the 

various categories of connected data representations for each data instance as partial order and 

disjoint data sets. 

Solution 1: - Crime data instance as partial order data pairs with node classification, edge 

prediction, crime detection and graph identification in homogenous graph terminology. 

Solution 2: - crime data instance as partial order data pair with node classification, edge 

prediction, crime detection and graph identification in heterogeneous graph terminology. 

Discussion of solutions1 and solution2: - 

Solution1: - [Homogenous] 

Given a connected events instance with location data having the edge representation taken as partial 

order data pairs with node classification, edge prediction, crime detection and graph identifications 

in homogenous graph terminology. 

Step 1: - Node classification for homogeneous data set with partial order set of data instances 
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Step 2: - Edge prediction with data instances not varying and location also constant. 

Step 3: - crime detection with case 1 and case 2 analyses and getting the set of instances represented 

as nodes and edges. 

Step 4: - over all representation of resultant crime data with the predicted pattern shown as each 

node with space and time and location details. 

 

Step1: - Node classification for homogeneous data set with partial order set of data instances 

Node attribute instances are the inferring missing or incomplete attributes of each node, if the event 

is given in the collection of nodes set of data instances. Inference gives the ability to bring the 

neighborhood analysis information and predicting the crime at each location. 

Figure 2: - example of node classification and crime analysis report 

Homogenous graph has single type of node and edge. Node data as space and time in one location 

example: - theft at location ‘a’ and time ‘t’ taken in area slot ‘at’. No change in term a 

and t with at also not changeable. These instances and inferences may not help us for crime 

prediction. 

 

Usability: - Occurrence of same event in one location with 

one event may help , if occurrence is repeated for some instance of time slots. Law 

enforcement will be done based on the iterative time slots of same event type in same location. 

Usability 1: - Node classification can be used in consideration of location and time as constant and 

graph nodes and edges are static. 

Figure-3: - Constant time and location graph 

Usability 2: - Node classification can be used in consideration of location and time as constant and 

graph nodes and edges are dynamic. 

Time slot at area ‘a’ with time t1, t2,…..tn 

Location if at time slot with space id as s1,s2,….sn 

Area data frame with time and space in multi graph representation as 

t1[s2],t2[s2]…..tn[sn] can be computed for digraph notation with each time set instances collected 

for each space slot as sum of(time slots[si])+sum of(space slots)+area computing with coordinates. 

tn[sn] will be computed as per the spanning sequence from each set of node-to-node traversal to get 

event instances occurrence in sequence. 

Step 2: - Edge prediction with data instances not varying and location also constant. 

Collection of data instances with the edge taken into consideration in one location. Link prediction 

for finding the collection of data instances for predicting the crime occurrence with 

recommendation of the node as crime generators and provide crime creator terminology as event 

data set. 
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Step 3: - crime detection with case 1 and case2 analysis and getting the set of instances represented 

as nodes and edges. 

Data sequence of instances for each time slot for 

location space taken each set of iteration of space and time. Iteration gives the occurrence as pair of 

same set of then we take a count for each iteration for getting the most occurrences as predicted 

event in crime. This may help for getting crime event occurred in one location as time slot same and 

frame a law to stop crime. 

Step 4: - over all representation of resultant crime data with the predicted pattern shown as each 

node with space and time and location details. 

Solution 2: -[Heterogeneous] 

Crime data instance as partial order data pair with node 

classification, edge prediction, crime detection and graph identification 

in heterogeneous graph terminology. Given a connected events instance with location data having 

the edge representation taken as partial order data pairs with node classification, edge prediction, 

crime detection and graph identifications in heterogeneous graph terminology. 

Step 1: - Node classification for heterogeneous data nodes with partial order set of data instances 

Step 2: - Edge prediction with data instances not varying and location varying. 

Step 3: - crime detection with case 1 and case2 analysis and getting the set of instances represented 

as nodes and edges. 

Step 4: - over all representation of resultant crime data with the predicted pattern shown as each 

node with space and time and location details. 

 

Homogenous graph has single type of node and edge. Node data as space and time in different 

locations example:- theft at location ‘a’ and time ‘t’ taken in area slot ‘at’. Changes for term a 

and t with at also changeable. These instances and inferences may help us for crime prediction. 

Usability:- 

Occurrence of same event in varying location with varying event may help , if occurrence is repeate

d for some instance of time slots. Law enforcement will be done based on the iterative time slots 

of same event type or different event type in same location or different locations. 

Usability 1:- Node classification can be used in consideration of location and time as varying and 

graph nodes and edges are static at some time and space. 

Usability 2:- Node classification can be used in consideration of location and time as varying and 

graph nodes and edges are dynamic. 

 

Step 2:- Edge prediction with data instances varying and location varying. 

Data instances have space and time collection with data taken at location with varying sequence. 

Step 3:- crime detection with case 1 and case2 analysis and getting the set of instances represented 
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as nodes and edges. 

 

Step 4:- over all representation of resultant crime data with the predicted pattern shown as each 

node with space and time and location details. 

 

Conclusion:-  

Data set in graph with each 

node represent the event with space and time and edge represents the occurrence of event sequence. 

Two events with the edge correspond to the directed sequence of next event. Directed 

representation in both static and dynamic are demonstrated with crime data set. Graph 

categorization is shown with basic steps in homogenous 

and heterogeneous as collection of data. Demonstration of graph is applied for spatial location of 

each event, dynamic graph with time change Structural node representation as node events 

and relationship as edges, event representation with crime terminology, Same events at different 

location, Representation of crime data as node and time of a particular 

event,  example of node classification and crime analysis report, 

different events in same location(the graph should be multiple.), time varying and space constant 

graph(Static), event by considering time and location varying, sequence of event with time, 

homogeneous and heterogeneous graphs representation (two graphs in one figure), resultant graph 

with space and time shown with sequence of event occurrence. Filtering techniques 

are applied on each data set instances to get patterns of each event. References:- 
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