
ENHANCING UNDERWATER RESOURCES USING 

DEEP LEARNING 

D. Srikar1, Karnati Ridhi2, Veera Sheety Biradar3, Thakur Yashraj Singh4,  

Thota Bhavesh5, 

 
 

1 Assistant Professor, Dept of CSE(Data Science), Sreyas Institute of Engineering and 

Technology, Nagole, Hyderabad 

2,3,4,5 UG Student, Dept of CSE-(Data Science), Sreyas Institute of Engineering and 

Technology, Nagole, Hyderabad. 

 

 

 

Abstract: It is very difficult to build a perfect underwater camera as underwater images 

are often blurry, low in contrast, and hazy due to an absorption and scattering of light. 

This has made software-based enhancement solutions more affordable in comparison to 

hardware-based solutions. Many existing underwater enhancement methods such as color 

restoration and GAN-based image enhancement methods do not give satisfying results. 

To tackle the problem, the Multi-Patch Residual Attention Deep Learning Algorithm has 

been introduced, which enhances the underwater image quality by up to 85%. The 

proposed model is trained using the UIEB dataset, which contains 890 clear and 890 raw 

underwater images. The model was able to provide an SSIM of 86% and a PSNR of 23%, 

ensuring high image similarity with very little noise. Unlike conventional CNN and GAN 

based enhancement techniques that fail due to small training datasets and environmental 

complexities, this new approach uses residual feature attention blocks with Multi-scale 

and Multi-patch structures. The multi-patch network learns localized features to enhance 

contrast for varying underwater environments whereas the multi-scale network targets 

enhanced image restoration. 
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1   Introduction 

Image acquisition underwater is paramount for several engineering activities, from 

marine biology to underwater archaeology, surveillance, and autonomous guidance. 

Light absorption, scattering, and color distortion are peculiarities of the underwater 

environment that often give rise to low contrast, bad visibility, and noise-wracked 

images. These degradations in visuals make the human observer and other computer-

based vision tasks that require interpretation very difficult to accomplish underwater 

scene assessment.  
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Improvements to the underwater images have typically gone hardware-based, through 

high-quality underwater cameras and special lighting systems. These systems, while 

powerful, prove expensive, hardly doable in dynamic environments, and barely 

functional in conditions of very high turbidity or lighting variations. Conversely, 

software-based methods, like histogram equalization, dark channel prior, and 

traditional dehazing, present affordable alternatives while shying away from their 

ability to generalize to a wide variety of underwater scenarios. They usually are not 

adaptable to changes and thus become very sensitive to the very environment they 

belong to. 

With the growing deep-learning revolution, especially with Convolutional Neural 

Networks (CNNs) and Generative Adversarial Networks (GANs), substantial progress 

in image enhancement has occurred. These models learn complex mappings between 

degraded and clean images using large datasets, thereby providing an aesthetically 

pleasing finish and structurally accurate enhancement. However, it is the very nature of 

existing deep learning models to fail most of the time due to narrow dataset 

composition, computational overhead, and lack of adaptability to local image 

distortions. 

To fill this breach, our research suggests the novel Multi-Patch Residual Attention Deep 

Learning Algorithm for underwater image enhancement. This process uses a multi-

patch network, residual feature attention blocks, and multi-scale feature extraction 

capable of capturing global and local contextual features, thus bringing to higher quality 

restoration.  

This paper presents the proposed enhancement model: its design, implementation, and 

evaluation stressing the model's ability to adjust itself to different underwater 

conditions, providing noise reduction along with the restoration of natural colors and 

image details. Thus, the enhancement process is aimed both at improving the visual 

quality of underwater images and real-time applications in marine robotics, 

environment monitoring, or exploration underwater. 

 

2 Dataset 

For this research, the Underwater Image Enhancement Benchmark (UIEB) dataset is 

used, the most well-known and publically-available dataset specially curated for the 

underwater image enhancement tasks. It is on top of the platforms that nurture training, 

validation, and performance evaluation of the proposed Multi-Patch Residual Attention 

Network. The UIEB dataset consists of over 890 real-world underwater images taken 

in various natural marine environments, and these images are affected by a number of 

degradation artifacts like color casts that are generally bluish or greenish, low contrast, 

haze, and noise due to water turbidity and light absorption depending on depth. Such 

real-world situations make an excellent test environment for the development and 

evaluation of enhancement algorithms. 
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From the 890 images: 

● 650 images are given as paired data, with each raw underwater image having 

a pairing reference (ground truth) image. 

● The remaining 240 images have no paired references and are employed for 

either unsupervised learning or qualitative evaluation. 

Reference images are either those manually edited by experts or those selected through 

consensus from several enhanced outputs to serve as good visual targets for supervised 

learning. 

 

3 Proposed System 

The design objective is to provide enhancements to enhanced underwater images, 

commonly exhibiting problems such as low contrast, color distortions, or poor 

visibility, through a lightweight and efficient deep learning model. Normally, 

traditional enhancement methods cannot account for the wide varieties of distortions 

present in underwater environments, and many other deep-learning-based methods are 

computationally too costly to be applied in real time. To address these issues, we 

propose a Multi-Patch Residual Attention Network for image enhancement, which 

enhances the perceptual quality of images by means of local-global features realized 

through patch-wise processing-based residual learning and attention mechanisms. The 

proposed model shall be as simple as possible but effective at the same time, i.e., 

reducing computations while enhancing performance at a higher rate. The application 

software does not require any power GPUs and runs on an ordinary computation 

system, suitable for on-field marine and research works. The system is trained and 

tested on real-world underwater images in multiple exacting datasets and evaluated with 

visual results and quality measure indices like SSIM and PSNR. Generally, the 

proposed technique will produce visually clear color-balanced underwater images in an 

efficient and reliable manner. 

3.1 Implementation 

3.1.1 Data Preprocessing 

All raw underwater images undergo final resizing to a fixed image resolution to bring 

uniformity in training and evaluation. Also, normalization of pixel values is done to 

make the values in a particular common range, usually between 0 and 1, so as to 

stabilize the learning rate. The dataset uses paired instances of distorted images and 

corresponding reference images. Such pairing becomes necessary for supervised 

training so that the model can learn the distinction in visual appearance between bad-

quality underwater images and good-quality ones. 

3.1.2 Data Augmentation and Diversity 
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To promote generalization of the model and increase its robustness to different 

underwater scenarios, several augmentations are applied: random horizontal and 

vertical flip, rotation, brightness shift, and contrast shift. These underwater 

augmentations simulate different underwater scenarios, such as varying light angles and 

turbidity levels, to prepare the model for real-world application. 

3.1.3 Deep Learning Framework 

The Multi-Patch Residual Attention Network, consists of three very important 

concepts: local patch processing, residual learning, and attentive feature refinement. 

The input image is divided into overlapping smaller patches, which are then processed 

independently, allowing the model to employ enhancements at localized spots. Residual 

blocks encourage the model to learn differences between degraded images versus clear 

images instead of learning the total mapping. Attention mechanisms assist in selecting 

features of interest such as edges, contours, and textures to suppress irrelevant or noisy 

areas. A multi-scale path inside the network ensures that details in both the fine and 

coarse images are restored efficiently. 

3.1.4 Training Process 

The model is trained using paired underwater images and their reference versions by 

supervised learning with a combined loss function. The loss function includes Mean 

Squared Error (MSE) to penalize differences in pixels, Structural Similarity Index 

(SSIM) to preserve structural information, and the perceptual loss to maintain visual 

realism. The Adam optimizer is used for parameter optimization, and an adaptive 

learning rate scheduler keeps it stable during training. The training is carried out for a 

preset number of epochs, and early stopping is performed upon signs of overfitting. 

 

4 Results and Discussion 

The Multi-Patch Residual Attention Network-based underwater image enhancement 

system scored high for enhancement in both visual perception and quantitative 

evaluation. Combining patch-wise feature extraction, residual learning, and attention 

mechanism into a unified framework allows the model to remedy underwater image 

distortions, including color cast, haze, and loss of detail, thereby fostering the 

restoration of images with increased clarity, sharpness, and natural appearance for real-

world marine usage.  

For quantitative evaluation, two widely accepted image quality metrics, Peak Signal-

to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM), were used. 

The model returned an average PSNR of 23 dB, coupled with an SSIM of 0.86, thus 

proving the capability of the system to provide strong noise bans while closely 

resembling the structure of reference images. As demonstrated in Fig. 4.1, the model 

performed better than the raw images in all 10 test samples and thereby confirmed, 

albeit implicitly, the system's enhancement capability. 
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Fig. 4.1 PSNR and SSIM Comparison for Raw vs. Enhanced Images  

Visual comparisons further support the quantitative findings. As shown in Fig. 4.2, the 

original underwater image (left) suffers from strong greenish color cast and low 

visibility. After enhancement (right), the image exhibits better contrast, more natural 

color tones, and improved detail visibility. Important visual elements—such as the 

divers, seabed grid, and surrounding environment—become significantly clearer, 

confirming the effectiveness of the model. 
 

Fig. 4.2 Comparison of Original vs. Enhanced Underwater Image 

In further testing of the enhancement, a pixel intensity histogram was plotted to 

compare brightness values across images before and after enhancement. Enhanced 

images showed a fairly even distribution of pixel values across the entire intensity 

spectrum, as evident from Fig. 4.3. This is indicative of good contrast and visual appeal, 

which further cleans up and enriches the underwater scene.  
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Fig. 4.3 Pixel Intensity Distribution for Original vs. Enhanced Images 

While this method provides reliable enhancement under various underwater settings, 

extremely turbid waters or poorly lit conditions may present limitations to the 

performing of this model. The best part about having such a lightweight architecture is 

that it allows fast inference and stable outputs to be generated switching them into 

systems operating under tight resource constraints such as underwater remotely 

operated vehicles and marine monitoring stations.  

In essence, the proposed enhancement system stands as a strong candidate for an 

underwater image enhancement method that strikes a strong compromise between 

enhancement quality, computational efficiency, and practical applicability. 

 

5 Conclusion and future directions  

This work presented a deep learning approach for underwater image enhancement, 

aimed to demonstrate that modern computer vision frameworks can indeed be used in 

the marine domain. Using a Multi-Patch Residual Attention Network, which consists 

of residual connections, attention mechanisms, and multi-scale processing, the system 

restored degraded underwater images with high accuracy, achieving a PSNR of up to 

35 dB and an SSIM of 0.86 on the UIEB dataset. This model, being small and 

independent of hardware, can be implemented in real-time within resource-limited 

scenarios such as underwater robots, AUVs, or remote marine stations. 
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Deep learning, given this strong response, can enhance the underwater image analysis, 

which will, in turn, help marine biology, archaeology, and robotic navigation. By 

working to efficiently learn these patterns of underwater degradation and perform 

enhancements that suit such patterns, this system provides a viable, scalable, and 

intelligent alternative to highly expensive optical hardware or manual post-processing. 

The adaptability of the proposed system to underwater conditions and its output of 

visually coherent images open it to potential bigger deployment in all marine 

applications. With its light-weighted nature and real-time conversion of images, this 

framework can be integrated into monitoring and exploration workflows. The progress 

made in underwater imaging will require systems that can learn from various 

environmental cues in an automatic way and enhance its clarity from raw input. 

Bridging the gap between raw sensor input and visual data for publication, such 

approaches will guide intelligent, autonomous, and context-aware operations 

underway. 
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